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ABSTRACT
Ensuring exceptional service and product quality is essential for
a business’s sustained success. Traditionally, product quality has
been assessed using signals from structured data, such as customer
review ratings, types of customer support issues, and resolution
times. Alternatively, some studies in the economics literature esti-
mate quality through structural choice models. We discuss some
of the limitations of those methodologies. With the rise of cutting-
edge Large Language Models (LLMs), our research introduces an
innovative approach that harnesses LLMs and embeddings to ex-
tract valuable insights from unstructured data, such as product
descriptions and review texts, enhancing the conventional methods
of quality measurement.

Our approach unfolds in three steps. First, we generate text
embeddings using state-of-the-art pre-trained embedding models.
Next, we employ these embeddings to cluster products, pinpoint-
ing clusters that are most indicative of customer retention pat-
terns. Finally, we assign quality scores based on the presence of
features highly predictive of retention that we extracted from clus-
ters, thereby crafting a novel metric for intrinsic product quality.
We evaluate the predictive power of this new quality measurement
on customer retention.

We show in comparison with quality measurement purely based
on structured data, this method is immune to cold start problem
and offers a richer, more nuanced understanding of product quality
by seamlessly integrating structured and unstructured data, paving
the way for more informed and strategic business decisions.

KEYWORDS
LLM, Large Language Model, Text Embedding, Clustering, Reten-
tion, Quality, Review, Survey

1 INTRODUCTION
In today’s competitive market landscape, the quality of products
and services is a critical determinant of a business’s long-term
success. High product quality not only attracts customers but also
fosters loyalty, driving sustained revenue growth. Consequently,
accurate measurement and continuous improvement of product
quality have become paramount for businesses seeking to gain a
competitive edge.

Historically, product quality has been assessed using structured
data. Common indicators include customer review ratings, types
of customer support issues, and resolution times. These methods
provide quantifiable and easily interpretable measures of product

quality, but have their own limitations. For instance, [3] discussed
online platforms’ feedback mechanisms for the word-of-mouth
effect. In the paper, the summary of eBay feedback data points
out limitations of using such structured data. About half of the
buyers do not leave feedback, and reviews tend to be overwhelm-
ingly positive. Additionally, the format of review ratings, ranging
from positive, neutral, negative to a 1-5 star scale, results in partial
information about product or service quality. This signal can be
biased because potential reviewers may omit relevant information.
[4] offers a detailed discussion on this bias and shows users who
do not leave reviews often had worse experiences, highlighting
this bias further. Another common way to understand quality with
structured data through surveys [2], which suffers from similar
limitations.

Another stream of research has focused on the estimating un-
observed quality with variants of fixed effects through structural
choice modeling following [1]. For instance, [7] estimates quality
as a combination of product fixed effects, time fixed effects, and
product-time fixed effects, leveraging cross-country variations in
an international trade setting. This approach captures unobserved
quality components beyond just observed signals like reviews. How-
ever, such models rely on strong assumptions of the model structure
and provide limited insights into the drivers of quality.

The advent of Large Language Models (LLMs), has opened new
avenues for extracting meaningful signals from unstructured data.
LLMs have demonstrated remarkable capabilities in understanding
and generating texts in natural languages, making them ideal for
analyzing product descriptions, customer reviews, and other tex-
tual data. Recent advances in natural language processing (NLP)
have shown that text embeddings can capture intricate semantic
relationships and contextual nuances. [8] discussed how recent
develop in the field empowered the product review understanding.
[6] provides a good overview on the performance of embedding
clustering based on different algorithms. The work closest to ours
to our knowledge is [13]. The paper determines the services quality
of e-commerce site using Tokopedia users’ review on the Trusted
Company, an online review site. We believe that richer informa-
tion can be extracted from customer reviews such as appraise or
complaints of product features.

In this paper, we propose an approach to estimating product qual-
ity by integrating structured and unstructured data using LLMs
and embeddings. Our methodology involves three key steps: (1)
generating text embeddings using pre-trained models, (2) clustering
products based on these embeddings to identify patterns related to
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customer retention and using TF-IDF to understand the drivers of
quality perception, and (3) assigning quality scores based on the
presence of features that are predictive of retention. One unique as-
pect of our approach is that our source of unstructured data signals
includes not just customer feedback such as reviews, issue reports,
and surveys, which can have partial coverage or be biased, but also
product description data, which is always available and relatively
objective - limiting idiosyncrasy of individual customer preferences.
Another advantage of incorporating product description data is to
overcome the cold start problem - we have no signal on quality
of newly launched products/services if quality purely relies on
customer feedback/reviews. This approach not only enhances tra-
ditional quality measurement methods but also provides a more
comprehensive and nuanced understanding of product quality.

By leveraging the strengths of LLMs and embeddings, our paper
aims to bridge the gap between structured and unstructured data,
offering a robust framework for product quality estimation. This
paper contributes to the growing body of literature that seeks to
harness the power of AI and machine learning to enhance business
decision-making processes.

We illustrate our approach using Airbnb data, demonstrating
the practical application and effectiveness of our proposed method-
ology.

2 WHAT IS PERCEIVED QUALITY?
Quality definition can often be vague and dimensions of quality may
change based on services and products that are being transacted.
[14] defines four general service quality dimensions for online
platforms: efficiency, system availability, fulfillment and privacy.
This approach relies on insights from the extant literature and a
comprehensive qualitative study. For some products that have clear
feature specs, it is relatively easy to define quality. For example,
laptop quality can be measured by its CPU capability, memory size
etc. However, in case of service offerings that are heterogeneous
and diverse, like Airbnb stays, quality measures can be challenging,
especially for services/products that we don’t see any customer
feedback.

Fortunately, large literature has shown the linkage between qual-
ity and customer retention such as [5]. We propose to identify
quality features using this intrinsic linkage between quality and
retention. Whether customer 𝑖 comes back to the Airbnb platform
depends on the quality of the previous trip experience. Formally,

𝑟𝑒𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑖 = 𝑓 (𝑄 (𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠))

𝑄 () is a function that transforms product/service features into the
quality measure. 𝑟𝑒𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑖 is a binary variable becomes 0 when
the customer churns. In the case of this Airbnb exercise, we define
churn as customers do not come back in 12 months after their
previous trip.

The goal of this paper is to identify features inside the function
𝑄 () that predicts customer retention and assign a quality score to
each listing based on the presence of the identified features.

3 DATA
We mainly use 3 sources data for signals of quality:

(1) Reviews customers left for listings on Airbnb

(2) Detailed description page for Airbnb listings
(3) Listing photos

3.1 Reviews
Not all Airbnb guests leave a review after their stay. Figure 1 shows
that reviews are skewed towards 5-star ratings. Consequently, we
cannot purely rely on the reviews stars for each trip as a measure
of trip quality. Several products have been developed at Airbnb to
leverage the review information. One successful work is using text
sentiments on reviews to measure trip quality. However, we want to
explore more signals from reviews beyond sentiment. In this work,
we select most recent 10 reviews of a listing as the underlying data
for embeddings (Figure 2.), then extract the word features from the
reviews to infer listing quality. We will compare different ways of
quality measurement in the last validation section.

Figure 1: Airbnb Review Ratings and Quality Ratings

Figure 2: Example of Listing Reviews

3.2 Product Descriptions
Airbnb listing product description page shows important informa-
tion about a listing such as, neighborhood, ease of transportation,
amenities, house rules etc. These are all factors that can contribute
to a guest’s trip experience/quality. Product descriptions are al-
ways available which can help us increase the coverage for quality
measurement and can overcome the cold start problem of solely
relying on customer feedback for quality measure - when a new
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listing doesn’t have customer review yet. Figure 3 shows an exam-
ple of listing description page. The advantage of using this data is
its broad coverage and amount of information contained. Beyond
that, leveraging product description to quantify experience also
helps us to cluster similar products that can be used in product
recommendation as the future application.

Figure 3: Example of Airbnb Listing Description

3.3 Listing Photos
Listing photos provide a rich source of information about a list-
ing and are one of the most important listing attributes that are
considered by guests when making a decision to book. Among
the information provided by listing images, a key signal provided
is the level of listing attractiveness and home design. The image
scores can then be assigned to provide signals that approximate
attractiveness.

For image scoring, we are using existing Airbnb in-house trained
model - a multi-class model build on MobileNetV2. Figure 4 shows
the distribution of listing photo quality scores. 1.

Figure 4: Distribution of Photo Quality Score

1We do not discuss the training details of model in this paper. But utilizing listing
photo quality signal falls into our theme of leveraging unstructured data for quality
understanding.

3.4 Stratified Sampling
As discussed in the previous section, in this research we are trying
to find features that are predictive of the customer retention (if
they re-book within 1-year period from previous trip) as a quality
metric. A churn would suggest bad or subpar service/listing quality
from previous trip.

To ensure balanced signal from both churned and retained guests,
we stratify-sampled 180k customers stays from 2022 for each churned
and retained group separately (total of 360K sampled stays).

4 EMBEDDING AND CLUSTERING OF
UNSTRUCTURED DATA

To extract information from unstructred data, we first create text
embeddings using product descriptions and review text data. Em-
beddings are numerical representations of texts which enable us
to easily cluster similar listings together. Intuitively, given our bal-
anced stratified sample, if features representing a cluster have no
predictive power on retention, we will see no differences in return
rate compared to the total population. As a result, clusters that have
high retention rate gain are considered having above average qual-
ity. The higher the retention rate of a cluster, the higher the quality.
We will formally test (using Chi-square test) whether the retention
rate of a given cluster is statistically different from the baseline. We
describe the details of embedding and clustering below.

4.1 Embedding
There has been extensive researches on the text embedding clus-
tering techniques [11]. In this study, for listing descriptions and
published listing reviews we choose a pre-trained model to generate
the text embeddings. The choice was based the token limits (given
our longer input texts), performance [10], and the integration with
the Airbnb’s data environment. Testing with different embeddings
methods is discussed as next step at the end. For image embed-
ding and scoring we use our in-house trained model mentioned in
section 3.3 to generate listing image quality scores.

4.2 Clustering
For clustering, we apply the K-means clustering method and tune
the numbers of clusters with two goals inmind: 1) making sure there
is minimal number of outlier clusters: no cluster is smaller than 1%
of the total population; 2) limiting generation of less informative
clusters: if increasing k does not add clusters with higher rebooking
rates2 that pass the Chi-square tests, further splitting is unnecessary.
We have explored different values of k using a step search. Table
1 3 shows that when k > 25 the clustering process can no longer
generate more clusters that can pass the Chi-square test due to the
shrinking cluster size. We conclude under our cluster criteria, k =
25 is the most optimal cluster numbers in this analysis.

Clustering result is presented in Table 2 and Figure 5. Within
each cluster, we perform the Chi-square test to see if rebooking
rate and churn rate are significantly different. Clusters that passed

2Rebooking rate is calculated using 1-yr rebooking likelihood of each cluster.
3In practice the difference of rebooking rate is the absolute difference between each
cluster and the total sampled population, we demonstrate them in relative percentages
in table 1 and table 2 for easy interpretation.

2024-06-27 23:30. Page 3 of 1–6.
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Table 1: Cluster Size

Table 2: Clustering Result

Figure 5: Clustering Result

the Chi-square tests would be used to score the listing quality in
the next step. 4

5 RETRIEVING PREDICTIVE FEATURES AND
CONSTRUCTING QUALITY METRICS

Traditional ML practice only uses the embeddings and clustering
results for model prediction. The embedding results are hard to
interpret and generalize. However, for insights generation and prod-
uct improvement purposes, we would like to extract features from
the embeddings from clusters that link to high user retention. This
adds an interpretation layer to this approach.

4Here to increase the model sensitivity, we only use the top 3 ranked cluster as they
have the highest guest rebooking rate (10% of total sampled population).

In this section we will leverage TF-IDF, a common practice in
NLP to extract text information from clusters. Then we use these
keywords to construct a listing quality measurement at scale.

5.1 Retrieving Keywords and Assigning Weights
After the clustering from section 4, we apply the TF-IDF method to
extract keyword features in listing description and listing reviews
that are associated with high rebooking clusters. The importance of
keyword is calculated by their uniqueness and occurrence within
the group of documents in cluster 𝑗 . This step only involves the top
three retention clusters and extracts the important keywords for
these high retention clusters, i.e. key words that are predictive of
retention.

𝑤𝑖, 𝑗 = 𝑡 𝑓𝑖, 𝑗 ∗ 𝑙𝑜𝑔(
𝑁

𝑑𝑓𝑖
)

𝑡 𝑓𝑖, 𝑗 = total number of occurrences of keyword 𝑖 in cluster 𝑗 . 𝑑 𝑓𝑖 is
the number of documents containing keyword 𝑖 in cluster 𝑗 and 𝑁

is the total number of documents in cluster 𝑗 .
In the previous step, the TF-IDF calculationwas based on the high

retention clusters. However, high TF-IDF words in those clusters
can be common in low retention clusters too. We only want to
highlight features (keywords) that are unique in the high retention
clusters. Consequently, we remove common keywords and phrases
that have high occurrences across all listings. To do that, we apply a
feature suppression on keywords that are common across all listings,
this is called Discriminative Approach introduced by Luhn 1957
[9]. The goal is to only highlight significant terms when they occur
more frequently in target documents compared to other common
terms:

𝑤𝑖 =𝑚𝑎𝑥

{(∑︁
𝑗

𝑤𝑖, 𝑗 −
∑︁

𝑐𝑜𝑚𝑚𝑜𝑛

𝑤𝑖,𝑐𝑜𝑚𝑚𝑜𝑛

)
, 0
}

Here, 𝑗 is still a high retention cluster, but𝑤𝑖 , 𝑐𝑜𝑚𝑚𝑜𝑛 is the TF-IDF
of word 𝑖 in all documents.

Lastly, in order to make the TF-IDF values comparable, for each
keyword, we normalized the TF-IDF values based on the total sum
of TD-IDF values among all keywords:

𝑤𝑖 =
𝑤𝑖∑
𝑖 𝑤𝑖

5.2 Listing Scoring with Weighted Keywords
Presence

Using the extracted keywords list that are predictive of retention,
we can easily evaluate any given listing based on their similarity
to the keyword list. Following [12], we sum the weights of the
retention predictive keywords in listing 𝑙 :∑︁

𝑖∈𝑙
𝑤𝑖

Due to the common feature suppression on keywords in step 2,
listings with many common keywords will have sums of weights
close to 0. Here we also apply a log transformation to normalize the
scores so they’re not close to 0. Figure 7 shows the final distribution
of the listing score. This is what we call listing quality score of listing
𝑙 :

2024-06-27 23:30. Page 4 of 1–6.



Un
pu
bli
sh
ed
wo
rki
ng
dra
ft.

No
t fo
r d
ist
rib
uti
on
.

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

Understanding Product Quality with Unstructured Data: An Application of LLMs and Embeddings at Airbnb
KDD Workshop: Causal Inference and Machine Learning in Practice, August 2024, Barcelona, Spain

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

𝑠𝑐𝑜𝑟𝑒𝑙 = 𝑙𝑜𝑔
(∑︁
𝑖∈𝑙

𝑤𝑖

)

Figure 6: Distribution of Listing Quality Score

For each listing, the higher score it receives, the more similar it
is to the listings in the high retention cluster identified in section
4. Hence we believe these listings will generate higher retention
stays. We will validate this in the following section.

6 EVALUATION OF THE LISTING QUALITY
SCORE

6.1 Correlation with Retention
In the previous section, we constructed the listing quality score
metric using the extracted keywords that are predictive of positive
retention behaviors (re-booking). In this section, we attempt to
validate the linkage between our constructed listing quality score
and retention using out of sample data. We sampled 500k unique
listings and 800k 2022 stays and constructed their listing quality
score with the methodology above and assess the predictability of
our quality score on retention.

First, let’s take a look at the simple correlations between listing
quality score and out of sample retention. We bucketize the indi-
vidual trip level data by quantile from 1 to 100. For each quantile
bucket we calculate the average 1-year return rate. We compare our
listing quality score (Figure 7.c) with two other measurements of the
quality: listing review rating score (Figure 7.a) and listing review
sentiment score (Figure 7.b). The listing quality score we develop
has the strongest correlation with 1 year retention (Pearson corr:
0.903). This comparison suggests that the proposed listing quality
score using text and image embedding outperforms the traditional
rating metrics in correlation with customer retentions.

We conduct a formal t-test to see whether there are significant
difference in the quality metric we develop between the guest group
who churned vs guest group who retained. Figure 8 shows the test
result. The t-test return stat-sig results (p<0.00) for all 3 quality
metrics: (a) listing review rating score; (b) listing review sentiment
score and (c) listing quality score. Obviously, we observe a bigger
stat-sig difference in the listing quality score.

Figure 7: Score Quantile vs. Rebooking Rate

Figure 8: Rebooked User vs. Churned User

6.2 Combining Structured and Unstructured
Data

Next, we show how much performance gain we can obtain by com-
bining signals from structured (such as listing review rating score)
and and unstructured data (our proposed embedding based listing
quality score). Table 3 summarizes the logistic regression results of
using different quality metrics to predict out of sample retention.
Among all single predictors, the embedding based quality score
has the strongest predictive power. Meanwhile, combining signals
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from structured and unstructured data together largely increases
the performance, suggesting great potential in this direction.

Table 3: Logistic Regression Result

7 MARKETING APPLICATIONS
As discussed earlier, our listing quality score of a guest’s previous
trip not only better predicts the retention, but also solves the cold
start problem when trying to measure the expected trip quality if
a guest books a new listing. This has the potential to benefit the
following Airbnb business areas.

Airbnb uses marketing landing pages to showcase listings in a
destination. A key challenge has been deciding which listings to
feature on the landing page. Review ratings could be leveraged for
this selection; however, we know that that can be biased. Instead,
we propose using the listing quality score generated in this paper
to make more informed quality-price trade-off decisions.

8 CONCLUSION AND FUTUREWORK
We propose a novel approach to assess product quality by leverag-
ing unstructured data. We argue that relying solely on structured
data for quality measurement introduces selection bias and results
in low data coverage. In this work, we specifically focus on user
retention as a metric for product quality. We propose the framework
to extract predictive features from unstructured data in relation
to user retention. The framework is based on 1) retentive cluster
discovery: the method which clusters unstructured data and discov-
ers retentive clusters based on k-means clustering and Chi-square
tests and 2) listing scoring: the method which extracts keywords
(i.e. features) based on TF-IDF values and scores the listing quality
with features extracted. We perform thorough validation of our
proposed framework to demonstrate its effectiveness in assessing
product quality using unstructured data.

For future work, we plan to explore and train the in-house mul-
timodal embeddings for better predictive power. We also plan to
expand to multilingual corpus for more holistic understanding of
product quality across different regions and languages. It would
also be interesting to employ state-of-the-art LLMs for keyword
extraction.
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